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The Outlines

< Using a dispersed network of sensors
< Using several modalities, in addition to use a dispersed network
< Dealing with data registration

% Using two kinds of sensors arrangements: Static and Moving sensors)
(By using a mobile robot in addition to the fixed sensors)

< Human Presence Detection & Tracking

< Using Bayesian techniques
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The Signal Acquisition De\ﬁges

Laser Range Finder

A pan-tilt head

Mobile Robot
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The motivation of using a probabilistic framework

*For inference:
Likelihood previous knowledge
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Normalizing factor

model of system
*For filtering: r
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Data registration

[ Spatial Data Registration

 temporal Data Registration

Camera Image acquisition Images signal stream

Range acquisition Ranges signal stream
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Spatial Data Registration

Commensurate Sensors

Non-Commensurate Sensors

4
Step 1/(‘( ibrating the camera network

Step 2/ Calibrating the camera network and LRF

Step 3- Calibrating the camera network and Mic. array

~NS

Having all sensors calibrated !
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Our Setup for Camera Network Calibration
Using Svoboda Toolbox

Camera No. 4
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Cameras and Reconstructed Points
by the Svoboda Calibration Toolbox
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Extrinsic Calibration of Stereo Camera and 2D LRF

Configuration

CL = R4+ PLRF 1 ¢

Coordinate systems
convention
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Calibration Steps

*Step 1: Placing the laser pointer, somewhere out of the LRF’s FOV which is planar.
*Step 2: The LRF starts to capture range signals form the area of its view.

*Step 3: The laser pointer has to be moved to hit the sensing plane of the LRF. (The times
of these hitting must be registered)

*Step 4: The stereo camera has to capture and register the images at the hitting times of
the step 3.

*Step 5: Repeating the steps 1 to 4, about 20 times, meanwhile that all of sensors are
capturing the data.

*Step 6: Extracting the laser pointer positions in the recorded frames by the stereo cameras
and converting each paired 2D point to a single 3D point (a real world Cartesian
coordinate).

*Step 7: Converting the data recorded by LRF module (at the hitting moments) into a
Cartesian coordinate, the same as step 6.

*Step 8: Feeding the outputs of steps 6 and 7 to the GetProcrustes algorithm (which is
described further) and get outputs. The outputs will be a rotation matrix and a translation
vector between the stereo camera and the LRF coordinates.
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Image captured by the left camera. Image captured by the right camera.
The position of the laser pointer (red light) in The position of the laser pointer (red light) in
this frame is (501,274) in pixel. this frame is (434,281) in pixel.

The LRF reported it as 133 cm and 62 degree (62.44,117.43) cm in its local frame
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Temporal Data Registration

1- Synchronizing all PCs 2- Using a Network-Socket based
based on Network Time data capturing architecture
Protocol (NTP)

Server
Sends frequently ‘capture’ command

Time offsets between two PCs '

£t

z Ethernet
Y I
: /I N -

Without using NTP Q
Client Client
. Listens continuously to a ‘capture’ command Listens continuously to a ‘capiure’ command
Using NTP
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Temporal Data Registration
Time delays between recorded images in a camera network
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The left figure shows the delays between recorded frames when just the starting
time is the same. The right one shows is for the same subject when the described
architecture is used. The values are in ms.

Mobile Robotics Laboratory

Institute of Systems and Robotics
ISR — Coimbra



Constructing a Probabilistic Distance-Color Grid

IP1: Image Plane of Camera 1
IP2: Image Plane of Camera 2
CV1: View angle of Camera 1
CV2: View angle of Camera 2

il LPx: Laser Plane No. x

SP: Arrival sound direction plane

_Semi-tilt LRF

SP :
&
{/ &—> Microphone array

A
Camera2
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Domains of the parameters and random variables
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Sources of information to fill each cell of the grid

Parameters of each cell is determined by fusing data from either all
or some of the following sensors:

1- Stereo camera system
2- Semi-tilt Laser Range Finder

3- Microphones
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a) Finding sofme Strong dcatysén y<Bie e YaMmera system

b) Finding the distances (in real world scale e.g. mm) by using matching and
then triangulation (considering that the stereo camera is calibrated)

Result of this phase: Distances of matche
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2nd Source: Using tilt Laser Range Finder

It can be done in two phases:
a) Finding intersection between laser planes and camera2’s plane.

a) Transforming each seen point by LRF into camera2’s plane.
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camera2 plane
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intersection between laser planes and camera?2 plane (lines)
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b) Transforming the range data in intersection lines into the probabilistic grad
Note: These points have a confidence probability near unit 5
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3nd Source: Microphones
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Probabilistic Information Fusion on Range, Image and
Sound Data

Probabilities of distances
(2" dimension)

Distance values in real world scale
(1st dimension)

Each of m x n
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Iassification of the distances inside the grid based on close values

el

Cla :
Front and totally visible

Class 2:
Back and partially visible
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Cooperation between static and mobile sensors
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The feedback to correct ihe et Made fisian
SHU’s believe based on

the central made fusion

The list of tracked object
The list of tracked object and their states inside MHU

and their states inside SHU

(Based on Bayesian techniques)
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Sending the information
about MHU’s global state

(e.g. The position and

N =P SHU ce e the orientation) o P MHU - - J

To assist it
Intefnal fusion of static-sensor data Interrral fusion of moving-senso'f data
<using Bayesian techniques. using Bayesian techniques

Upda'ting the local beiieves

Updating the local believes (The correction phase)

(The correction phase)

SHU: Static Heterogeneous Sensors Unit.
MHU: Mobile Heterogeneous Sensors Unit.

CFACU: Central Fusing And Correcting Unit.
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Thanks for your attention !
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