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ContextualizationContextualization

Interface for Interface for 
audiovisual audiovisual 
presentations presentations 

Artificial Artificial VisuoAuditoryVisuoAuditory
perception module perception module 

Human/Biological Human/Biological 
Observer Observer 

Modelling ApproachModelling Approach

To develop a visuoauditory perception solution with the ability to yield 

probabilistic estimates for the complete frame of 3D information: 

azimuth ( θ ),   elevation ( φ ),   distance ( ρ ) 
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IMPEP 1 (Integrated Multimodal Perception Experimental Platform)IMPEP 1 (Integrated Multimodal Perception Experimental Platform)

Platform descriptionPlatform description
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IMPEP IMPEP -- OutputsOutputs ((to to MultimodalMultimodal IntegrationIntegration SystemSystem))
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[ θ , φ ]motor    

Sensors and InterfacesSensors and Interfaces Active Head MotorsActive Head Motors

Contextualisation of Auditory Sensor Model within the IMPEP SystContextualisation of Auditory Sensor Model within the IMPEP Systemem
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BVM BVM -- Bayesian Volumetric Map Bayesian Volumetric Map 

An egocentric, log-spherical spatial memory map has been devised as a framework for multimodal 

sensor fusion, named the Bayesian Volumetric Map (BVM)

This map stores the independent probabilistic states of occupancy and velocity for each cell in a 

volumetric grid with log-spherical configuration, defined by the domain       :

≡ ] logbρMin ; logbρMax ] × ]θMin ; θMax ] × ]φMin ; φMax ]
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DASM DASM -- Direct Auditory Sensor Model Direct Auditory Sensor Model 

Defined as a normally distributed BVM operator

The direct sensor model is used to update the BVM by inverting the direct model (DASM) using 

Bayesian inference so as to estimate the probability of occupancy for each cell 

Note: the angular and range resolution of the auditory sensor space is typically lower than the BVM
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– Cell Identifier (logb ρmax, θmax, φmax)
– Measurement taken by the audio sensor (generic notation)

– Occupancy of cell C (0 = no sound-source; 1 = sound-source)

– frequency invariant interaural time differences (ITDs) - ms 

– frequency dependent interaural level differences (ILDs) - dB
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IASM IASM -- Inverse Auditory Sensor Model Inverse Auditory Sensor Model 

DASMDASM
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Objective          Objective          

The auditory calibration’s purpose is to characterise the normal distributions of 

the Direct Auditory Sensor Model (DASM)Direct Auditory Sensor Model (DASM)

This will allow the full localisation of sound-sources in three-dimensional space:

Azimuth ( θ )

Elevation ( φ )

Distance ( ρ )

Final aim:Final aim: To feed the BVM framework with an accurate direct audition sensor 

model so as to allow multimodal perception of 3D structure and motion.
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Experimental planExperimental plan

To cover the complete auditory sensor space, the sound-source must be positioned at the centre of each grid cell on 
the BVM

Methodology: sound-source is positioned at a specific distance ( ρ ) from the IMPEP head, directly facing the front 
of the Pan & Tilt Unit (PTU), and the corresponding relative rotation is performed by the PTU; 
The different distances ( ρ ) between the sound-source and the IMPEP head are obtained manually.

To avoid redundancies ⇒ only one quadrant is used due to:

Symmetry from front-back confusion phenomenon

Left-Right anti-symmetry (ITD = - ITD and ILD = - ILD)

Goal: to capture binaural readings using the stereo microphones of the IMPEP Active Perception Head for each cell 
in the auditory sensor space of a broadband noise sound-source (1s)

φ

Tilt

θ
Pan Pan

Level 2Level 2
more details
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Experimental plan (example)Experimental plan (example)

Resolution ( Pan / Tilt ):

2 degree of azimuth ( θ ) – performed by the Pan motor   – 360360ºº / 2/ 2ºº = 180 cells ( = 180 cells ( θθ ))

10 degrees of elevation ( φ ) – performed by the Tilt motor   – 180180ºº / 10/ 10ºº = 18 cells ( = 18 cells ( φφ ))

Acquisition for Nd = 2 different distances   ⇒ d : d1 ~ 0.32m ; d2 ~  3.2 m  =  2 cells ( =  2 cells ( ρ ρ )

φ

Tilt

θ
Pan Pan

)

Level 2Level 2
more details OutOut
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ExperimentalExperimental plan (example contd.)plan (example contd.)
To avoid redundancies ⇒ only one quadrant is used

Because:

Symmetry from front-back confusion phenomenon

Left-Right anti-symmetry (ITD = - ITD e ILD = - ILD)

Auditory sensor space angular ranges simplify to (including PTU spec limitations for elevation):

Azimuth ( Azimuth ( θθ ) :     ) :     9090ºº / 2/ 2ºº == 45 cells 45 cells 
Elevation ( Elevation ( φφ )) :   :   ( ( -- 3030ºº to 30to 30ºº ) / 10) / 10ºº == 6 cells6 cells

Consequently:

[ Nd × (  45   × 6  ) ] × Nm = 2 × 270 × Nm =  540 × Nm sets of measurements
(Nm measurements = 20 stimulus) in each place to perform a statistical description

Becoming:

540 × 20 = 10800
if each measurement takes 1s plus 1s of pause ( play / record ), calibration for each distance (i.e. the calibration 

process is conveniently divided into Nd sessions) will take: 10800 × 2s / 2  =  3 h3 h

Azimuth 
meas.

Elevation 
meas.

Nd – number of distances

Nm – numbers of measurements in each cell

Level 2Level 2
more details OutOut
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Schematic of the experimental acquisitionSchematic of the experimental acquisition
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Processing of the data given by Auditory Calibration          Processing of the data given by Auditory Calibration          

Mathematical formulation  - Direct Auditory Sensor Model

Measurement definitions (after applying AIM and binaural processing to binaural readings, [1,2,3,4] ):
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Processing of the data given by Auditory Calibration          Processing of the data given by Auditory Calibration          

Normal probability distribution statistical characterisation process:
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Conclusions         Conclusions         

The auditory calibration’s purpose is of characterising the normal distributions of 

the DASM (Direct Auditory Sensor Model)Direct Auditory Sensor Model) is thus solved efficiently.

This will allow the full localisation of sound-sources in three-dimensional space:

Azimuth ( θ )

Elevation ( φ )

Distance ( ρ )

within the BVM framework
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