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#### Abstract

The combined use of 3D Laser Range Finders (LRF) and cameras is increasingly common in the navigation application for autonomous mobile robots. The integration of laser range information and images requires the estimation of the Euclidean 3-dimensional transformation between the coordinate systems of the LRF and the cameras. This paper describes a new and efficient method to perform the extrinsic calibration between a 3D LRF and a stereo camera with the aid of inertial data. The main novelty of the proposed approach compared to other state of the art calibration procedures is the use of an Inertial Measurement Unit (IMU), which decreases the number of points needed to a robust calibration. Furthermore, a freely moving bright spot is the only calibration object. A set of virtual 3D points is made by waving the bright spot through the working volume in three different planes. Its projections onto the images are found with sub-pixel precision and verified by a robust RANSAC analysis. These same points are extracted according to the laser scan data and are corresponded to the virtual 3D points in the stereo pair. Experimental results presented in this paper demonstrate the accuracy of our approach. Furthermore, the applicability of the proposed technique is high, only requiring of an inertial sensor coupled to the sensor platform. This approach has been also extended for a camera network.


## I. Introduction

Reliable mapping and self-localization in three dimensions while moving have been essential problems in robotic in the last years [1]. To achieve this 3-dimensional Simultaneous Localization and Mapping (3D-SLAM), autonomous robots are usually equipped with sensors, e.g. stereo camera pair or 3D laser range finder (LRF), which acquire the information of the robot surrounding. 3D range data aquired by LRF can have synergy with camera to improve the result of detection and classification algorithms. Using both 3D range and image information can have a significant rule in multiperson detection and tracking specilally when there is some occlusion between ineracting persons. Usually 3D-LRF are expensive, and thus some techniques for acquiring 3-D data using 2-D scanners installed on mobile robots have recently been developed [2]. Nevertheless, in order to create a realistic
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Fig. 1. a) A schematic of the calibration problem considered in this work. The main goal of the paper is to achieve a calibration method to obtain the rigid transformation between the information acquired by a LRF and the stereo camera pair. b) Sketch of the measurement system ( $d_{x}$ and $d_{z}$ are the offset distances from the rotation axis to the center of the laser mirror)
model of the environment, visual information, e.g. color or texture, must be acquired. To accomplish this, the laser range finder and the cameras that equip the robots must be extrinsically calibrated, that is, the rigid transformation between the camera and laser reference systems must be known.

Previous work regarding the laser-camera calibration issue focus on calibrating the cameras to 2-D laser range finders with both visible and invisible trace [3]. A method to perform the calibration was presented by Zhang and Pless in 2004 and was based on the constraints between views of a planar calibration pattern like the ones used for the intrinsic camera calibration [4]. This method's calibration error is affected by the angle between the LRF slice plane and the checkerboard plane, therefore the checkerboard needs to be placed at a specific orientation. Another approach from Li et. al. [5] is based on the line constraint equation obtained using a specially designed triangular checkerboard calibration pattern.

The recent development of 3-D laser range finders made the use of these scanners more common, even though it still brings some disadvantages, namely some lack of flexibility and the time cost of data acquisition. Nevertheless, 3-D scanners are well suited for particular tasks. Some previous work have been done regarding the 3D laser-camera calibration namely by Unnikrishnan and Herbert [6]. Their method uses a checkerboard as calibration pattern and several laser-
camera acquisitions. Another method to perform the extrinsic calibration, developed by Scaramuzza et. al. [7], obviates the need to have a calibration pattern and uses only point correspondences, hand selected by the user, from a single laser-camera acquisition.

In this work the theoretical and experimental results for a novel extrinsic calibration of sensor platform is described. This method is based on a previous approach of Svoboda et al. [8]. In that work, the authors presented a multi-camera self-calibration method for virtual environments using a fully automatic algorithm, in which a freely moving bright spot was the only calibration object. For the purpose of the proposed approach, the internal sensor calibrations are assumed to be known. The platform consists of a 3D-LRF, a stereo camera pair and an inertial measurement unit (IMU). The schematic of the proposed method is shown in Fig. 1(a). As is shown in the figure, the 3D scan data acquisition is achieved using a 2D-LRF and a tilt-unit. A set of virtual 3D points in the stereo pair is made moving a bright spot in front of the platform [8] in three different laser orientations, which are corresponded to real 3D points acquired by the laser range finder. The inertial sensor will provide the angles of this rotations. The high precision of this set of corresponded points allows them to achieve an accurate estimate of the rotation and translation matrices between the stereo cameras and LRF. Then the approach has been extended for a camera network.

This document is organized as follows. The extrinsic calibration problem is defined in Section II. Section III describes the geometric models of the stereo camera, 3D laser and inertial measurement unit. Section IV describes the proposed extrinsic laser-camera calibration algorithm. Section V describes an extension of the problem for a camera network. Section VI presents some calibration results. Finally a brief discussion is made on Section VII.

## II. Problem definition

The setup with a LRF, a stereo vision system and inertial sensor for acquiring the environment information is illustrated in Fig. 1-(a). The goal of the method is to find the homogeneous transformation between the stereo camera and the LRF in order to fuse the measuring of the both sensors for robotic applications. As is shown in the Fig. 1(a), three coordinate frames, namely stereo camera $\left(S C_{R F}\right)$, laser range finder $\left(L R F_{R F}\right)$ and the center of the rotation axis ( $I_{R F}$ ) have been defined. The $S C_{R F}$ is located in the left image of the stereo pair. Furthermore, the inertial sensor is strongly coupled to the laser range finder, which allows it to assume that both sensors have the same reference frame. Let ${ }^{L(\alpha)} T_{C}$ be the homogeneous transformation between the camera pair and the laser range finder for each angle of the rotation axis $\alpha$, which is described as

$$
{ }^{L(\alpha)} T_{C}=\left[\begin{array}{cc}
{ }^{L(\alpha)} R_{C} & { }^{L(\alpha)} t_{C}  \tag{1}\\
0_{1 x 3} & 1
\end{array}\right]
$$

where ${ }^{L(\alpha)} R_{C}$ is the corresponding ( $3 x 3$ ) rotation matrix between the laser range finder and the stereo pair, and
${ }^{L(\alpha)} t_{C}$ the corresponding (3x1) translation vector. Denote the coordinates of a point $p$ with respect to the $C S_{R F}$ and $L R F_{R F}$ by ${ }^{c} p$ and ${ }^{l} p$, respectively. Therefore, coordinates are related as follows:

$$
\begin{equation*}
{ }^{c} p={ }^{L} T_{C}{ }^{l} p \tag{2}
\end{equation*}
$$

For the purpose of this work, the sensor platform only needs three planar scan acquisition in the calibration process. The inertial sensor has been used in order to reliably obtain the angle information, $\alpha_{i}$, of these three different laser acquisitions. The proposed method achieves the estimate of ${ }^{L(\alpha)} T_{C}$ according to the transformations ${ }^{L\left(\alpha_{i}\right)} T_{C}$.

## III. SENSOR PLATFORM PROJECTION MODEL

The goal of the proposed approach is to achieve an extrinsic calibration between a 3D laser range finder and a stereo camera pair, with the aid of an inertial sensor. This section introduces the geometric model of each sensor used in this work.

## A. LRF geometric Model

A 3D laser range finder is usually built by moving a 2D LRF along one of its axes. By rotating the 2D scanner around its radial axes, $\alpha$, is possible to obtain the spherical coordinates of the points measured. This construction of the laser creates a problem, it is not possible to adjust the center of rotation of the laser mirror with the center of rotation of the laser itself (see Fig. 1-(b)). Therefore, offsets on the measured points will exist [7]. The 3D LRF used in this work was built using a 2D Hokuyo laser mounted on a Directed Perception tilt unit. This type of configuration for the 3D laser can be modeled as follows:

$$
\begin{align*}
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& c_{i}=\cos \left(\alpha_{i}\right), c_{j}=\cos \left(\theta_{j}\right), s_{i}=\sin \left(\alpha_{i}\right), s_{j}=\sin \left(\theta_{j}\right) \tag{3}
\end{align*}
$$

where $\rho_{i_{j}}$ is the $j$-th measured distance with corresponding orientation $\theta_{j}$ in the $i$-th scan plane, which makes the angle $\alpha_{j}$ with the horizontal plane. The offset of the rotation axis from the center of the mirror has components $d_{x}$ and $d_{z}$. $[x y z]^{T}$ are the coordinates of each point measured relative to the center of rotation of the laser, with the $x$ axis pointing forward and the $z$ axis pointing up.

## B. Inertial sensor data

Basically an inertial sensor includes accelerometer and gyroscope parts [9]. For the aim of this application, just the gyroscope part is used.

## C. Stereo camera geometric Model

In a pinhole camera model, a point in the space with homogeneous coordinate ${ }^{c} p=(x, y, z, 1)^{T}$ will be mapped to a point $p=(u, v, 1)^{T}$ on the image plane ( $p$ is normalized). The point ${ }^{c} p$ in the world reference frame, can be expressed in this coordinate system (such a coordinate system is called the camera coordinate frame [10]),

$$
\begin{gather*}
{ }^{c} p=H p  \tag{4}\\
H=K R[I \mid-C] \tag{5}
\end{gather*}
$$

where $C$ and $R$ are the translation and rotation matrices between the camera reference frame and world reference frame and $H$ is called as camera matrix (projective matrix) [10].

This preliminary study for single camera model can be extended to a stereo camera model. This is useful to have 3D position of a seen point by two cameras. Having both two camera matrices, $H^{l e f t}$ and $H^{\text {right }}$, and knowing a set of correspondences, ${ }^{c} p_{i}^{\text {left }} \leftrightarrow{ }^{c} p_{i}^{\text {right }}$ it is clearly possible to compute the 3-D space points ${ }^{w} p_{i}$ using a triangulation method, $\tau$, which is described in [10]:

$$
\begin{equation*}
{ }^{w} p_{i}=\tau\left({ }^{c} p_{i}^{l e f t},{ }^{c} p_{i}^{\text {right }}, H^{l e f t}, H^{\text {right }}\right) \tag{6}
\end{equation*}
$$

In Eq. (6) the set of points must satisfy the condition ${ }^{c} p_{i}^{\text {right }} F p_{i}^{\text {left }}, F$ being the fundamental matrix.

## IV. Extrinsic 3D LRF-CAMERA Calibration

The problem of extrinsic calibration between a tilt 3DLRF and a stereo camera was defined in [7] as finding a transformation matrix ${ }^{L(\alpha)} T_{C}$. Using this nomenclature, a point seen in the local reference frame of the LRF, $L R F_{R F}$, can be transformed to the stereo-camera reference frame, $S C_{R F}$ when the LRF has an angle $\alpha$ in its rotation center. The proposed calibration procedure is divided in three consecutive stages. The algorithm is based on the idea of using an intermediate reference frame, $I_{R F}$, to calculate ${ }^{L(\alpha)} T_{C}$ :

1) Finding ${ }^{L\left(\alpha_{0}\right)} T_{C},{ }^{L\left(\alpha_{1}\right)} T_{C}$ and ${ }^{L\left(\alpha_{2}\right)} T_{C}$, which stand for the transformation matrices from the $L R F_{R F}$ to $S C_{R F}$ when the LRF is placed in three different orientations around its rotation axis, $\alpha_{0}, \alpha_{1}$ and $\alpha_{2}$, respectively.
2) Finding ${ }^{L(\alpha)} T_{I}$. This matrix defines the transformation between $L R F(\alpha)_{R F}$ and the center of rotation of the laser range finder, $I_{R F}$.
3) Calculating the final transformation ${ }^{L(\alpha)} T_{C}$ as the extrinsic parameters between the tilt-LRF in any arbitrary angle and the stereo-camera.
These stages will be describe in the next sub-sections.


Fig. 2. a) The proposed approach uses different laser acquisitions in three different planes, which are estimate using the inertial sensor ( $\alpha_{0}, \alpha_{1}$ and $\alpha_{2}$ ) ; and b) The circumcircle of $\Delta{ }^{W} P^{\alpha_{0}}{ }^{W} P^{\alpha_{1} W} P^{\alpha_{2}}$ (shown in a perpendicular view to the X-Z plane of $\{I\}$ which contains the triangle).

## A. Finding ${ }^{L\left(\alpha_{j}\right)} T_{C}$ for three different values of $\alpha$.

In order to calculate ${ }^{L\left(\alpha_{0}\right)} T_{C},{ }^{L\left(\alpha_{1}\right)} T_{C}$ and ${ }^{L\left(\alpha_{2}\right)} T_{C}$, the LRF needs to be placed in three different angles around its rotation axis, $\alpha_{0}, \alpha_{1}$ and $\alpha_{2}$, respectively. These angles are selected taking into account that must exist a field of view intersection between the LRF and stereo camera. An accurate estimate of these three angles are obtained according to the inertial sensor coupled to the laser range finder (see Fig. 2a).

Therefore, for the three angles around the rotation axis, the proposed algorithm collects two sets of $N$ 3-D correspondence points ${ }^{c} p^{\alpha_{j}}=\left\{{ }^{c} p_{i}^{\alpha_{j}} \mid i=1 \ldots N, j=0 \ldots 2\right\}$ and ${ }^{l} p^{\alpha_{j}}=\left\{{ }^{l} p_{i}^{\alpha_{j}} \mid i=1 \ldots N, j=0 \ldots 2\right\}$ in both two coordinate references, stereo camera and LRF, respectively. These two sets (for each angle $\alpha_{j}$ ) will satisfy the equation

$$
\begin{equation*}
{ }^{c} p^{\alpha_{j}}={ }^{L\left(\alpha_{j}\right)} R_{C}{ }^{l} p^{\alpha_{j}}+{ }^{L\left(\alpha_{j}\right)} t_{C} \tag{7}
\end{equation*}
$$

being ${ }^{L\left(\alpha_{j}\right)} R_{C}$ the rotation matrix, and ${ }^{L\left(\alpha_{j}\right)} t_{C}$ the translation matrix of the homogeneous transformation ${ }^{L\left(\alpha_{j}\right)} T_{C}$. Therefore, by having $\left\{{ }^{l} p^{\alpha_{j}}\right\}$ and $\left\{{ }^{c} p^{\alpha_{j}}\right\}$ for each one of the three angles, ${ }^{L\left(\alpha_{j}\right)} R_{C}$ and ${ }^{L\left(\alpha_{j}\right)} T_{C}$ can be calculated. Arun's method, described in [11], is based on an algorithm to find ${ }^{L\left(\alpha_{j}\right)} R_{C}$ and ${ }^{L\left(\alpha_{j}\right)} T_{C}$ such a way that minimize

$$
\begin{equation*}
E=\sum_{i=1}^{N}\left\|^{c} p^{\alpha_{j}}-\left({ }^{L\left(\alpha_{j}\right)} R_{C}{ }^{l} p^{\alpha_{j}}+{ }^{L\left(\alpha_{j}\right)} t_{C}\right)\right\|^{2} \tag{8}
\end{equation*}
$$

In order to overcome the problem of finding some corresponding points between LRF and camera, a simple laser pointer as a bright spot has been used. The idea of using such as tool for the calibration is originally inspired from an auto-calibration method between multi cameras by Svoboda in [8]. This method is extended in the proposed approach for LRF-camera calibration. The procedure is achieved in three steps for each $\alpha_{j}$ angle:

1) Laser Range Finder data acquisition and preprocessing.
A simple method is used to distinguish the bright spot from the background. Let ${ }^{l} p_{i_{\text {back }}}^{\alpha_{j}}=\left\{p_{i_{\text {back }}}^{\alpha_{j}}(\theta, \rho)_{i} \mid i=\right.$
$\left.1 \ldots n_{l}\right\}$ be the range data of the background (before putting the bright spot inside the LRF view field) and ${ }^{l} p_{i}^{\alpha_{j}}=\left\{p_{i}^{\alpha_{j}}(\theta, \rho)_{i} \mid i=1 \ldots n_{l}\right\}$ be the range data at the moment, in which $n_{l}$ is number of point read by the LRF, then to detect the laser pointer as a forground abject we can use

$$
\begin{equation*}
\left|{ }^{l} p_{i}^{\alpha_{j}}-{ }^{l} p_{i_{\text {back }}}^{\alpha_{j}}\right|>=U_{t h} \tag{9}
\end{equation*}
$$

where $U_{t h}$ is a threshold parameter. Thus, in order to obtain the ${ }^{l} p_{i}^{\alpha_{j}}$ set, the scan data is acquired with the laser pointer located out of the LRF's field of view, which is considered to be planar. Therefore, meanwhile that the LRF is capturing range signals, the bright spot is slowly raising until to hit the LRF's plane. This procedure is able to be continued to have more than six pairs of 3D points [11].
2) Stereo-camera data acquisition and pre-processing. As soon as the point set ${ }^{l} p_{i}^{\alpha_{j}}$ is detected and validated using the Eq. (9), the stereo-camera takes two images (left and right) from the scene. The red channel of the acquired images are used to detect the bright spot in order to compute ${ }^{c} p_{i}^{\alpha_{j}}$ [8].
3) Homogeneous transformation estimate.

In this stage, firstly RANSAC is used to remove outliers from the point sets ${ }^{l} p_{i}^{\alpha_{j}}$ and ${ }^{c} p_{i}^{\alpha_{j}}$ [8]. Therefore, the valid ${ }^{l} p_{i}^{\alpha_{j}}$ and ${ }^{c} p_{i}^{\alpha_{j}}$ are used in the Eq. 8 This equation is a least-squares solution to find ${ }^{L\left(\alpha_{j}\right)} R_{C}$ and ${ }^{L\left(\alpha_{j}\right)} t_{C}$ based on singular value decomposition (SVD) as is described in [11].

## B. Finding ${ }^{L(\alpha)} T_{I}$

In order to find the transformation between $\operatorname{LRF}(\alpha)_{R F}$ and the center of rotation of the LRF, $I_{R F}$, the following geometrical concepts have been used, which are summarized in the Fig. 2b. Let ${ }^{L\left(\alpha_{0}\right)} t_{C},{ }^{L\left(\alpha_{1}\right)} t_{C}$ and ${ }^{L\left(\alpha_{2}\right)} t_{C}$ ) be the translation vectors obtained in the previous subsection for each $\alpha_{j}$ angle, respectively. These matrices define a triangle in a 3D space (gray shape in Fig. 2b). As is shown in the figure, the center for the circumcircle of such a triangle is the center of rotation for the LRF, which has been named $\{I\}$ in the proposed approach. Therefore, the radius of this circle which is also the distance $d$ between $I_{R F}$ and $\operatorname{LRF}(\alpha)_{R F}$ can easily be obtained by

$$
\begin{equation*}
d=\frac{\left.\left|\left.\right|^{L\left(\alpha_{0}\right)} t_{C}{ }^{L\left(\alpha_{1}\right)} t_{C}\right|\right|^{L\left(\alpha_{1}\right)} t_{C}{ }^{L\left(\alpha_{2}\right)} t_{C}| |^{L\left(\alpha_{2}\right)} t_{C}{ }^{L\left(\alpha_{0}\right)} t_{C} \mid}{4\left|\triangle^{L\left(\alpha_{0}\right)} t_{C}{ }^{L\left(\alpha_{1}\right)} t_{C}{ }^{L\left(\alpha_{2}\right)} t_{C}\right|} \tag{10}
\end{equation*}
$$

being $\triangle$ the triangle area defined by the translations vectors.
Finally, the transformation matrix ${ }^{L(\alpha)} T_{I}$ will be described by

$$
{ }^{L(\alpha)} T_{I}=\left[\begin{array}{cccc}
\cos (\alpha) & 0 & \sin (\alpha) & d \sin (\alpha)  \tag{11}\\
0 & 1 & 0 & 0 \\
-s & 0 & \cos (\alpha) & d \cos (\alpha) \\
0 & 0 & 0 & 1
\end{array}\right]
$$

C. Calculating ${ }^{L(\alpha)} T_{C}$

Lets consider the transformation matrix from $L R F_{R F}$ to $S C_{R F}$ as

$$
\begin{equation*}
{ }^{L(\alpha)} T_{C}={ }^{I} T_{C}{ }^{L(\alpha)} T_{I} \tag{12}
\end{equation*}
$$

where ${ }^{I} T_{C}$ corresponds to the transformation between the $S C_{R F}$ and the center of rotation $I$. In order to obtain the ${ }^{L(\alpha)} T_{C}$ estimate, the transformation ${ }^{I} T_{C}$ must be computed. Eq. (12) represents a homogeneous transformation, which is defined for each $\alpha$ angle. Therefore, ${ }^{L(\alpha)} T_{C}$ can be replaced by the ${ }^{L\left(\alpha_{0}\right)} T_{C}$ estimate, which was computed in the previous subsection. On the other hand, ${ }^{L(\alpha)} T_{I}$ can be replaced by the matrix estimate in Eq. (11) (by concerning $\alpha=\alpha_{0}$ in this equation). Finally, the ${ }^{I} T_{C}$ matrix is computed as:

$$
\begin{equation*}
{ }^{I} T_{C}={ }^{L\left(\alpha_{0}\right)} T_{C}\left({ }^{L\left(\alpha_{0}\right)} T_{I}\right)^{-1} \tag{13}
\end{equation*}
$$

Once this ${ }^{I} T_{C}$ matrix has been obtained, the final transformation ${ }^{L(\alpha)} T_{C}$ is estimated according to the Eq. (12) .

## V. Extension to a camera network and LRF

Recently using a camera network has become interesting in surveillance area for the aim of having more coverage on the scene (instead of using just one or two cameras). Hence in this section the argued idea about calibration between a pair of cameras and LRF will be extended for a camera network and LRF. The infrastructure of such a multi-modal sensor network is shown in the Fig. 3. The idea is to do calibration between the stereo camera and LRF using described approach in the Sec. IV and therefore the transformation matrix ${ }^{L(\alpha)} T_{W}$ can be calculated. Then concerning the stereo camera as a member of the camera network in this infrastructure, we can proceed to calibrate all cameras together.

In order to do the calibration for a network of camera, Svoboda method [8] is used which is fully automatic and a freely moving bright spot is the only calibration object. A set of virtual 3D points is made by waving the bright spot through the interesting area for the purpose of surveillance. In this method the cameras do not have to see all points and just overlapping between a subgroup of cameras is enough for the algorithm. . The accuracy of Svoboda algorithm is less than $1 / 5$ pixel reprojection error. The procedure for doing calibration for the sensor network described in Fig. 3 is as following stages:

1) Extrinsic calibration between stereo camera and LRF. The method described in Sec. IV can be used to find the extrinsic parameters between the stereo camera and LRF. The result is ${ }^{L(\alpha)} T_{W}$.
2) Calibration of camera network.

In order to calculate intrinsic and extrinsic parameter of the camera network (see Fig. 4), $C=\left\{C^{j} \mid j=0 \ldots 4\right\}$ , Svoboda method described in [8] can be used. In this infrastructure, the stereo camera is considered as a part of camera network ( $C^{0}$ and $C^{1}$ ). The output of


Fig. 3. The infrastructure of a multi-modal sensor network.


Fig. 4. Point ${ }^{w} p$ seen by 5 cameras and a LRF
this stage is a set of $3 x 4$ projection matrices, $H=$ $\left\{H^{C_{j}} \mid j=0 \ldots 4\right\}$ corresponding to camera $C$ (based on the camera model defined in the section III-C).
3) Reprojection of seen point by LRF into image planes. The point ${ }^{w} p$ which is seen in $L R F_{R F}$ as ${ }^{l(\alpha)} p$ can be reprojected on the image plane $i p=\left\{i p^{C_{j}} \mid j=0 \ldots 4\right\}$ as $u=\left\{u^{C_{j}} \mid j=0 \ldots 4\right\}$ (see Fig. 4) by the equation

$$
\begin{equation*}
u=H^{L(\alpha)} T_{W}{ }^{l(\alpha)} p \tag{14}
\end{equation*}
$$

## VI. EXPERIMENTAL RESULTS

The proposed approach was tested using the sensor platform shown in Fig. 6a. The stereo head is the STH-MDCS from Videre Design, a compact, low-power colour digital stereo head with an IEEE 1394 digital interface. It consists of two 1.3 megapixel, progressive scan CMOS images mounted in a rigid body, and a 1394 peripheral interface module, joined in an integral unit. Images obtained were restricted to $320 \times 240$ pixels. The laser range finder mounted on the tilt unit is an Hokuyo URG-04LX, a compact laser sensor which has a resolution of 0.36 and the field of view of 240 . Furthermore, an MTi-G inertial sensor is strongly coupled to the laser range finder.

In order to test the robustness and efficiency of the proposed calibration method, a set of virtual 3D points as been generated using the same process described in [8]. The low cost bright spot used in the experiments described in this Section has been illustrated in Fig. 6b. This same virtual points have been acquired by the laser range finder in three different planes. These planes corresponded to $\alpha=12.1^{\circ}$, $\alpha=23.2^{\circ}$ and $\alpha=50^{\circ}$, respectively (these angles were


Fig. 5. Smart rooms connected by a corridor.


Fig. 6. a) and (b) Real example (left and right images) for one step in collecting some correspondence points by stereo camera and tilt-LRF with the $\alpha=23.2^{\circ}$; and (c) A simple laser pointer with a red-color plastic is the only calibration object; and b) .
measured using the inertial sensor). Fig. 6c illustrates a real stereo capture, where the virtual point has been marked ( $\alpha$ $=23.2^{\circ}$ ).

The average reprojection error values, in pixels, according to the number of 3-D points used in the method have been represented in Table I. In [11], only six virtual points is considered enough for the calibration purpose. As is shown in Table I, the average error of the proposed calibration method decreases when the method use a higher number of points. It is possible to consider that for $N=18$ points, the calibration method is stable. These same results can be obtained analyzing the Fig. 7. In Fig. 7a-b, the evolution of the rotation and translation matrices have been shown, ${ }^{L(\alpha)} R_{C}$ and ${ }^{L(\alpha)} t_{C}$, respectively.

The accuracy of the method is shown in Fig. 8. In this figure, the projection of the laser information in three $\alpha$ planes have been drawn over the left image of the stereo pair (green, red and blue points correspond to $\alpha_{0}=2^{o}, \alpha_{1}=12^{\circ}$ and $\alpha_{2}=23.2^{\circ}$, respectively). This experiment has been achieved in two different scenarios with similar results. In both two examples, the proposed algorithm demonstrates its applicability for being used in 3D robotic applications.


Fig. 7. Evolution of the rotation and translation matrices estimates by the calibration method according to the number of points used in the approach.

TABLE I
COMPARATIVE STUDY ACCORDING THE NUMBER OF VIRTUAL 3D POINTS. AE $=$ AVERAGE ERROR $\mathrm{SD}=$ STANDARD DEVIATION (PIXELS)

|  | $N=6$ | $N=9$ | $N=12$ | $N=15$ | $N=18$ | $N=22$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| AE | 26.333 | 9.655 | 6.854 | 7.080 | 5.721 | 5.715 |
| SD | 5.613 | 3.577 | 3.130 | 3.148 | 2.835 | 2.807 |

## VII. Conclusions and Future Work

This paper has presented an efficient method to calibrate a 3D laser range finder and a stereo camera with the aid of an inertial sensor. The approach uses a novel formulation which take into account 3D virtual points detected by the stereo camera using a bright spot. This set of points is easily and reliably selected by both the camera pair and the laser range finder. The same procedure is achieved in three different planes over the rotation axis, where the angular information is estimate by the inertial sensor. Therefore, the two sets of points are corresponded in order to obtain the homogeneous transformation between the camera pair and the range sensor. Experimental results have demonstrated the robustness, efficiency and applicability of the proposed solution. In fact, the approach described in this work requires no special equipment and allows to the researcher to calibrate quickly and in an accurate way the sensor platform. As a future work the idea is to extend this approach for a bigger scenario, where there are two smart rooms and a corridor to connect them. Fig. 5 shows a plan of such a scenario. As can be seen each smart room is equipped with several cameras


Fig. 8. Scan data acquired acquired by the laser range finder in three different planes (green, red and yellow points correspond to $\alpha_{0}=2^{\circ}$, $\alpha_{1}=12^{\circ}$ and $\alpha_{2}=23.2^{\circ}$, respectively) are reprojected onto the left images of two different scenarios.
and a LRF. The corridor also has some LRFs, cameras and a mobile robot.
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